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# Introducción

## Presentación

Esta prueba de evaluación continua cubre los Módulos 3 (Clasificación: árboles de decisión) y el Módulo 8 (Evaluación de modelos) del programa de la asignatura.

## Competencias

Las competencias que se trabajan en esta prueba son:

* Uso y aplicación de las TIC en el ámbito académico y profesional.
* Capacidad para innovar y generar nuevas ideas.
* Capacidad para evaluar soluciones tecnológicas y elaborar propuestas de proyectos teniendo en cuenta los recursos, las alternativas disponibles y las condiciones de mercado.
* Conocer las tecnologías de comunicaciones actuales y emergentes así como saberlas aplicar convenientemente para diseñar y desarrollar soluciones basadas en sistemas y tecnologías de la información.
* Aplicación de las técnicas específicas de ingeniería del software en las diferentes etapas del ciclo de vida de un proyecto.
* Capacidad para aplicar las técnicas específicas de tratamiento, almacenamiento y administración de datos.
* Capacidad para proponer y evaluar diferentes alternativas tecnológicas para resolver un problema concreto.

## Objetivos

La correcta asimilación del Módulo 3. En esta PEC trabajaremos la generación e interpretación de un árbol de decisión con el software de prácticas. Seguiremos también con la preparación de los datos y la extracción inicial de conocimiento.

## Descripción de la PEC a realizar

La prueba está estructurada en un total de un único ejercicio práctico.

## Recursos Básicos

**Material docente proporcionado por la UOC.**

Módulo 3 y 8 del material didáctico.

**Complementarios**

* Los descritos para la anterior PEC.
* Fichero titanic.csv
* R package C5.0 (Decision Trees and Rule-Based Models): <https://cran.r-project.org/web/packages/C50/index.html>

## Criterios de valoración

Todos los ejercicios deben ser presentados de forma razonada y clara, especificando todos y cada uno de los pasos que se hayan llevado a cabo para su resolución. No se aceptará ninguna respuesta que no esté claramente justificada.

## Formato y fecha de entega

El formato de entrega es: usernameestudiant-PECn.html/doc/docx/odt/pdf. Se recomienda la entrega en formato html y también el Rmd que genera el html entregado. Fecha de Entrega: 18/12/2019. Se debe entregar la PEC en el buzón de entregas del aula.

## Nota: Propiedad intelectual

A menudo es inevitable, al producir una obra multimedia, hacer uso de recursos creados por terceras personas. Es por lo tanto comprensible hacerlo en el marco de una práctica de los estudios de Informática, Multimedia y Telecomunicación de la UOC, siempre y cuando esto se documente claramente y no suponga plagio en la práctica.

Por lo tanto, al presentar una práctica que haga uso de recursos ajenos, se debe presentar junto con ella un documento en qué se detallen todos ellos, especificando el nombre de cada recurso, su autor, el lugar dónde se obtuvo y su estatus legal: si la obra está protegida por el copyright o se acoge a alguna otra licencia de uso (Creative Commons, licencia GNU, GPL …). El estudiante deberá asegurarse de que la licencia no impide específicamente su uso en el marco de la práctica. En caso de no encontrar la información correspondiente tendrá que asumir que la obra está protegida por copyright.

Deberéis, además, adjuntar los ficheros originales cuando las obras utilizadas sean digitales, y su código fuente si corresponde.

# Enunciado

En este ejercicio vamos a seguir los pasos del ciclo de vida de un proyecto de minería de datos, para el caso de un algoritmo de clasificación y más concretamente un árbol de decisión. Lo haremos con el archivo titanic.csv, que se encuentra adjunto en el aula. Este archivo contiene un registro por cada pasajero que viajaba en el Titanic. En las variables se caracteriza si era hombre o mujer, adulto o menor (niño), en qué categoría viajaba o si era miembro de la tripulación.

Objetivos:

* Estudiar los datos, por ejemplo: ¿Número de registros del fichero? ¿Distribuciones de valores por variables? ¿Hay campos mal informados o vacíos?
* Preparar los datos. En este caso ya están en el formato correcto y no es necesario discretizar ni generar atributos nuevos. Hay que elegir cuáles son las variables que se utilizarán para construir el modelo y cuál es la variable que clasifica. En este caso la variable por la que clasificaremos es el campo de si el pasajero sobrevivió o no.
* Instalar, si es necesario, el paquete C5.0 Se trata de una implementación más moderna del algoritmo ID3 de Quinlan. Tiene los principios teóricos del ID3 más la poda automática. Con este paquete generar un modelo de minería.
* ¿Cuál es la calidad del modelo?
* Generar el árbol gráfico.
* Generar y extraer las reglas del modelo.
* En función del modelo, el árbol y las reglas: ¿Cuál es el conocimiento que obtenemos?
* Probar el modelo generado presentándole nuevos registros. ¿Clasifica suficientemente bien?

## Revisión de los datos, extracción visual de información y preparación de los datos

Carga de los datos:

data<-read.csv("./titanic.csv",header=T,sep=",")  
attach(data)

Empezaremos haciendo un breve análisis de los datos ya que nos interesa tener una idea general de los datos que disponemos. Por ello, primero calcularemos las dimensiones de nuestra base de datos y analizaremos qué tipos de atributos tenemos.

Para empezar, calculamos las dimensiones de la base de datos mediante la función dim(). Obtenemos que disponemos de 2201 registros o pasajeros (filas) y 4 variables (columnas).

dim(data)

## [1] 2201 4

¿Cuáles son esas variables? Gracias a la función str() sabemos que las cuatro variables son categóricas o discretas, es decir, toman valores en un conjunto finito. La variable CLASS hace referencia a la clase en la que viajaban los pasajeros (1ª, 2ª, 3ª o crew), AGE determina si era adulto o niño (Adulto o Menor), la variable SEX si era hombre o mujer (Hombre o Mujer) y la última variable (SURVIVED) informa si el pasajero murió o sobrevivió en el accidente (Muere o Sobrevive).

str(data)

## 'data.frame': 2201 obs. of 4 variables:  
## $ CLASS : chr "1a" "1a" "1a" "1a" ...  
## $ AGE : chr "Adulto" "Adulto" "Adulto" "Adulto" ...  
## $ SEX : chr "Hombre" "Hombre" "Hombre" "Hombre" ...  
## $ SURVIVED: chr "Sobrevive" "Sobrevive" "Sobrevive" "Sobrevive" ...

Es de gran interés saber si tenemos muchos valores nulos (campos vacíos) y la distribución de valores por variables. Es por ello recomendable empezar el análisis con una visión general de las variables. Mostraremos para cada atributo la cantidad de valores perdidos mediante la función summary.

summary(data)

## CLASS AGE SEX SURVIVED   
## Length:2201 Length:2201 Length:2201 Length:2201   
## Class :character Class :character Class :character Class :character   
## Mode :character Mode :character Mode :character Mode :character

Disponemos por tanto de un data frame formado por cuatro variables categóricas sin valores nulos. Para un conocimiento mayor sobre los datos, tenemos a nuestro alcance unas herramientas muy valiosas: las herramientas de visualización. Para dichas visualizaciones, haremos uso de los paquetes ggplot2, gridExtra y grid de R.

if(!require(ggplot2)){  
 install.packages('ggplot2', repos='http://cran.us.r-project.org')  
 library(ggplot2)  
}

## Loading required package: ggplot2

if(!require(grid)){  
 install.packages('grid', repos='http://cran.us.r-project.org')  
 library(grid)  
}

## Loading required package: grid

if(!require(gridExtra)){  
 install.packages('gridExtra', repos='http://cran.us.r-project.org')  
 library(gridExtra)  
}

## Loading required package: gridExtra

Nos interesa describir la relación entre la supervivencia y cada uno de las variables mencionadas anteriormente. Para ello, por un lado graficaremos mediante diagramas de barras la cantidad de muertos y supervivientes según la clase en la que viajaban, la edad o el sexo. Por otro lado, para obtener los datos que estamos graficando utilizaremos el comando table para dos variables que nos proporciona una tabla de contingencia.

grid.newpage()  
plotbyClass<-ggplot(data,aes(CLASS,fill=SURVIVED))+geom\_bar() +labs(x="Class", y="Passengers")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Survived by Class")  
plotbyAge<-ggplot(data,aes(AGE,fill=SURVIVED))+geom\_bar() +labs(x="Age", y="Passengers")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Survived by Age")  
plotbySex<-ggplot(data,aes(SEX,fill=SURVIVED))+geom\_bar() +labs(x="Sex", y="Passengers")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Survived by Sex")  
grid.arrange(plotbyClass,plotbyAge,plotbySex,ncol=2)
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De estos gráficos obtenemos información muy valiosa que complementamos con las tablas de contingencia (listadas abajo). Por un lado, la cantidad de pasajeros que sobrevivieron es similar en hombres y mujeres (hombres: 367 y mujeres 344). No, en cambio, si tenemos en cuenta el porcentaje respecto a su sexo. Es decir, pese a que la cantidad de mujeres y hombres que sobrevivieron es pareja, viajaban más hombres que mujeres (470 mujeres y 1731 hombres), por lo tanto, la tasa de muerte en hombres es muchísimo mayor (el 78,79% de los hombres murieron mientras que en mujeres ese porcentaje baja a 26,8%).

En cuanto a la clase en la que viajaban, los pasajeros que viajaban en primera clase fueron los únicos que el porcentaje de supervivencia era mayor que el de mortalidad. El 62,46% de los viajeros de primera clase sobrevivió, el 41,4% de los que viajaban en segunda clase mientras que de los viajeros de tercera y de la tripulación solo sobrevivieron un 25,21% y 23,95% respectivamente. Para finalizar, destacamos que la presencia de pasajeros adultos era mucho mayor que la de los niños (2092 frente a 109) y que la tasa de supervivencia en niños fue mucho mayor (52,29% frente a 31,26%), no podemos obviar, en cambio, que los únicos niños que murieron fueron todos pasajeros de tercera clase (52 niños).

tabla\_SST <- table(SEX, SURVIVED)  
tabla\_SST

## SURVIVED  
## SEX Muere Sobrevive  
## Hombre 1364 367  
## Mujer 126 344

prop.table(tabla\_SST, margin = 1)

## SURVIVED  
## SEX Muere Sobrevive  
## Hombre 0.7879838 0.2120162  
## Mujer 0.2680851 0.7319149

tabla\_SCT <- table(CLASS,SURVIVED)  
tabla\_SCT

## SURVIVED  
## CLASS Muere Sobrevive  
## 1a 122 203  
## 2a 167 118  
## 3a 528 178  
## crew 673 212

prop.table(tabla\_SCT, margin = 1)

## SURVIVED  
## CLASS Muere Sobrevive  
## 1a 0.3753846 0.6246154  
## 2a 0.5859649 0.4140351  
## 3a 0.7478754 0.2521246  
## crew 0.7604520 0.2395480

tabla\_SAT <- table(AGE,SURVIVED)  
tabla\_SAT

## SURVIVED  
## AGE Muere Sobrevive  
## Adulto 1438 654  
## Menor 52 57

prop.table(tabla\_SAT, margin = 1)

## SURVIVED  
## AGE Muere Sobrevive  
## Adulto 0.6873805 0.3126195  
## Menor 0.4770642 0.5229358

tabla\_SAT.byClass <- table(AGE,SURVIVED,CLASS)  
tabla\_SAT.byClass

## , , CLASS = 1a  
##   
## SURVIVED  
## AGE Muere Sobrevive  
## Adulto 122 197  
## Menor 0 6  
##   
## , , CLASS = 2a  
##   
## SURVIVED  
## AGE Muere Sobrevive  
## Adulto 167 94  
## Menor 0 24  
##   
## , , CLASS = 3a  
##   
## SURVIVED  
## AGE Muere Sobrevive  
## Adulto 476 151  
## Menor 52 27  
##   
## , , CLASS = crew  
##   
## SURVIVED  
## AGE Muere Sobrevive  
## Adulto 673 212  
## Menor 0 0

Una alternativa interesante a las barras de diagramas, es el plot de las tablas de contingencia. Obtenemos la misma información pero para algunos receptores puede resultar más visual.

par(mfrow=c(2,2))  
plot(tabla\_SCT, col = c("black","#008000"), main = "SURVIVED vs. CLASS")  
plot(tabla\_SAT, col = c("black","#008000"), main = "SURVIVED vs. AGE")  
plot(tabla\_SST, col = c("black","#008000"), main = "SURVIVED vs. SEX")
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Nuestro objetivo es crear un árbol de decisión que permita analizar qué tipo de pasajero del Titanic tenía probabilidades de sobrevivir o no. Por lo tanto, la variable por la que clasificaremos es el campo de si el pasajero sobrevivió o no. De todas maneras, al imprimir las primeras (con head) y últimas 10 (con tail) filas nos damos cuenta de que los datos están ordenados.

head(data,10)

## CLASS AGE SEX SURVIVED  
## 1 1a Adulto Hombre Sobrevive  
## 2 1a Adulto Hombre Sobrevive  
## 3 1a Adulto Hombre Sobrevive  
## 4 1a Adulto Hombre Sobrevive  
## 5 1a Adulto Hombre Sobrevive  
## 6 1a Adulto Hombre Sobrevive  
## 7 1a Adulto Hombre Sobrevive  
## 8 1a Adulto Hombre Sobrevive  
## 9 1a Adulto Hombre Sobrevive  
## 10 1a Adulto Hombre Sobrevive

tail(data,10)

## CLASS AGE SEX SURVIVED  
## 2192 crew Adulto Mujer Sobrevive  
## 2193 crew Adulto Mujer Sobrevive  
## 2194 crew Adulto Mujer Sobrevive  
## 2195 crew Adulto Mujer Sobrevive  
## 2196 crew Adulto Mujer Sobrevive  
## 2197 crew Adulto Mujer Sobrevive  
## 2198 crew Adulto Mujer Sobrevive  
## 2199 crew Adulto Mujer Muere  
## 2200 crew Adulto Mujer Muere  
## 2201 crew Adulto Mujer Muere

Nos interesará “desordenarlos”. Guardaremos los datos con el nuevo nombre como “data\_random”.

set.seed(1)  
data\_random <- data[sample(nrow(data)),]

Para la futura evaluación del árbol de decisión, es necesario dividir el conjunto de datos en un conjunto de entrenamiento y un conjunto de prueba. El conjunto de entrenamiento es el subconjunto del conjunto original de datos utilizado para construir un primer modelo; y el conjunto de prueba, el subconjunto del conjunto original de datos utilizado para evaluar la calidad del modelo.

Lo más correcto será utilizar un conjunto de datos diferente del que utilizamos para construir el árbol, es decir, un conjunto diferente del de entrenamiento. No hay ninguna proporción fijada con respecto al número relativo de componentes de cada subconjunto, pero la más utilizada acostumbra a ser 2/3 para el conjunto de entrenamiento y 1/3, para el conjunto de prueba.

La variable por la que clasificaremos es el campo de si el pasajero sobrevivió o no, que está en la cuarta columna.

set.seed(666)  
y <- data\_random[,4]   
X <- data\_random[,1:3]

Podemos elegir el subconjunto de entrenamiento y de prueba de diversas maneras. La primer opción consiste en calcular a cuántas filas corresponde dos tercios de los datos (2\*2201/3=1467) y dividir “manualmente” el conjunto.

trainX <- X[1:1467,]  
trainy <- y[1:1467]  
testX <- X[1468:2201,]  
testy <- y[1468:2201]

En la segunda opción podemos crear directamente un rango.

indexes = sample(1:nrow(data), size=floor((2/3)\*nrow(data)))  
trainX<-X[indexes,]  
trainy<-y[indexes]  
testX<-X[-indexes,]  
testy<-y[-indexes]

Después de una extracción aleatoria de casos es altamente recomendable efectuar un análisis de datos mínimo para asegurarnos de no obtener clasificadores sesgados por los valores que contiene cada muestra.

## Creación del modelo, calidad del modelo y extracción de reglas

Se crea el árbol de decisión usando los datos de entrenamiento (no hay que olvidar que la variable outcome es de tipo factor):

trainy = as.factor(trainy)  
model <- C50::C5.0(trainX, trainy,rules=TRUE )  
summary(model)

##   
## Call:  
## C5.0.default(x = trainX, y = trainy, rules = TRUE)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Thu Dec 17 13:36:44 2020  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 1467 cases (4 attributes) from undefined.data  
##   
## Rules:  
##   
## Rule 1: (1169/255, lift 1.2)  
## SEX = Hombre  
## -> class Muere [0.781]  
##   
## Rule 2: (20, lift 2.9)  
## CLASS in {2a, 1a}  
## AGE = Menor  
## -> class Sobrevive [0.955]  
##   
## Rule 3: (298/75, lift 2.3)  
## SEX = Mujer  
## -> class Sobrevive [0.747]  
##   
## Default class: Muere  
##   
##   
## Evaluation on training data (1467 cases):  
##   
## Rules   
## ----------------  
## No Errors  
##   
## 3 317(21.6%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 914 75 (a): class Muere  
## 242 236 (b): class Sobrevive  
##   
##   
## Attribute usage:  
##   
## 100.00% SEX  
## 1.36% CLASS  
## 1.36% AGE  
##   
##   
## Time: 0.0 secs

Errors muestra el número y porcentaje de casos mal clasificados en el subconjunto de entrenamiento. El árbol obtenido clasifica erróneamente 304 de los 1467 casos dados, una tasa de error del 20.7%.

A partir del árbol de decisión de dos hojas que hemos modelado, se pueden extraer las siguientes reglas de decisión (gracias a rules=TRUE podemos imprimir las reglas directamente):

SEX = “Hombre” → Muere. Validez: 80,2%

CLASS = “3a” → Muere. Validez: 75.1%

CLASS “1ª”, “2ª” o “Crew” y SEX = “Mujer” → Sobrevive. Validez: 90,5%

Por tanto podemos concluir que el conocimiento extraído y cruzado con el análisis visual se resume en “las mujeres y los niños primero a excepción de que fueras de 3ª clase”.

A continuación mostramos el árbol obtenido.

model <- C50::C5.0(trainX, trainy)  
plot(model)

## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion

## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion  
  
## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion  
  
## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion
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## Validación del modelo con los datos reservados

Una vez tenemos el modelo, podemos comprobar su calidad prediciendo la clase para los datos de prueba que nos hemos reservado al principio.

predicted\_model <- predict( model, testX, type="class" )  
print(sprintf("La precisión del árbol es: %.4f %%",100\*sum(predicted\_model == testy) / length(predicted\_model)))

## [1] "La precisión del árbol es: 78.2016 %"

Cuando hay pocas clases, la calidad de la predicción se puede analizar mediante una matriz de confusión que identifica los tipos de errores cometidos.

mat\_conf<-table(testy,Predicted=predicted\_model)  
mat\_conf

## Predicted  
## testy Muere Sobrevive  
## Muere 450 51  
## Sobrevive 109 124

Otra manera de calcular el porcentaje de registros correctamente clasificados usando la matriz de confusión:

porcentaje\_correct<-100 \* sum(diag(mat\_conf)) / sum(mat\_conf)  
print(sprintf("El %% de registros correctamente clasificados es: %.4f %%",porcentaje\_correct))

## [1] "El % de registros correctamente clasificados es: 78.2016 %"

Además, tenemos a nuestra disposición el paquete gmodels para obtener información más completa:

if(!require(gmodels)){  
 install.packages('gmodels', repos='http://cran.us.r-project.org')  
 library(gmodels)  
}

## Loading required package: gmodels

CrossTable(testy, predicted\_model,prop.chisq = FALSE, prop.c = FALSE, prop.r =FALSE,dnn = c('Reality', 'Prediction'))

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 734   
##   
##   
## | Prediction   
## Reality | Muere | Sobrevive | Row Total |   
## -------------|-----------|-----------|-----------|  
## Muere | 450 | 51 | 501 |   
## | 0.613 | 0.069 | |   
## -------------|-----------|-----------|-----------|  
## Sobrevive | 109 | 124 | 233 |   
## | 0.149 | 0.169 | |   
## -------------|-----------|-----------|-----------|  
## Column Total | 559 | 175 | 734 |   
## -------------|-----------|-----------|-----------|  
##   
##

# Ejercicios

## Ejercicio 1:

Partiendo del ejemplo mostrado, repetid el ejercicio con otro conjunto de datos. Pueden ser datos reales de vuestro ámbito laboral o de algún repositorio de datos de Internet. Mirad por ejemplo: <http://www.ics.uci.edu/~mlearn/MLSummary.html> y <http://www.kaggle.com>.

Es muy importante seleccionar correctamente el conjunto de datos y explicar de forma correcta la base de datos y la razón de su elección.

Podéis añadir o variar los puntos si lo consideráis necesario (por ejemplo, crear el modelo con todos los datos y validación cruzada, probar el boosting o variar el prunning …) Recordad también que el ciclo de vida de los proyectos de minería contempla retroceder para volver a generar el modelo con datos modificados o parámetros del algoritmo variados si el resultado no es lo suficientemente bueno.

### Respuesta 1:

$\color{red}{\text{15\% Se explica de forma clara la base de datos seleccionada y la razón de su elección.}}$

Para la respuesta de este ejercicio usaremos el siguienre dataset ubicado en <http://archive.ics.uci.edu/ml/datasets/Estimation+of+obesity+levels+based+on+eating+habits+and+physical+condition+>. Contiene datos sobre estimaciones de niveles de obesidad en individuos de paises como Colombia, Perú y México, basado en sus hábitos alimenticios y condicion física.

Se eligió este dataset por las siguientes razones:

* Una mayor cantidad de variables categóricas o discretizadas.
* Variables numéricas que pueden ser discretizadas para elaborar el árbol.
* Cantidad de observaciones relativamente suficiente para dividir el dataset en un subconjunto de entrenamiento y prueba.
* No presenta valores nulos o datos faltantes.
* Dominio del tema. Se la usó en la PEC2, para aplicar otros métodos. Además el dominio del tema es de facil interpretación.
* Es conjunto de datos que permite obtener reglas sobre una variable que pueden reducirse a 2 clases: Tiene o no tiene sobrepeso.
* Suficiente cantidad de información o recursos en la web que permitan entender las variables y observaciones contenidas. [1] [2] [3]

Este dataset contiene 17 atributos/variables y 2111 instancias u observaciones, según el siguiente detalle:

gender.- Cadena de texto que indica el genero del individuo: Male (Masculino) o Female (Femenino).

age.- Valor numérico que indica la edad del individuo. Entre 14 y 61.

height.- Valor numérico que indica la altura (en metros) del individuo.

weight.- Valor numérico que indica el peso (en kilogramos) del individuo.

family\_history\_with\_overweight.- Valor booleano que indica si algún familiar ha sufrido o padece de sobrepeso (SI/NO).

FAVC.- Valor booleano que indica si el individuo consume alimentos ricos en calorías (SI/NO).

FCVC.- Valor numérico que indica la frecuencia en el consumo de vegetables por el individuo. Entre el 1 (Nunca) al 3 (Siempre).

NCP.- Número de comidas principales en el día. Entre 1 a 4.

CAEC.- Valor categórico que indica el consumo de alimentos entre comidas principales: No, A veces, Frecuentemente y Siempre.

SMOKE.- Valor booleano que indica si el individuo fuma (SI / NO).

CH2O.- Valor numérico que indica los litros de agua que el individuo consume. Entre 1 a 3.

SCC.- Valor booleano que indica si el individuo monitorea o no su consumo de calorías.

FAF.- Valor numérico que indica la frecuencia de actividad física. Entre el 0 a 3.

TUE.- Valor numérico que indica las horas que el individuo usa dispositivos de tecnología.

CALC.- Valor categórico que indica la frecuencia de consumo de alcohol por el individuo: No bebo, A veces, Frecuentemente, Siempre.

MTRANS.- Valor categórico que indica el método de transporte usado por el individuo: Automovil, Moto, Bicicleta, Transporte Público, Caminando.

NObeyesdad.- Valor de clase, donde se indica la estimación del nivel de obesidad en el individuo: Bajo peso, normal, Sobre Peso I, Sobre Peso II, Obesidad I, Obesidad II, Obesidad III.

Para el fin de la resolución de este ejercicio y el siguiente, vamos a usar los atributos categóricos y a discretizar las variables: **Age (Edad)**, **Height (Altura)** y **Weight (Peso)**, los cuales corresponden a la edad expresada en años, la altura de la persona en metros y el peso en kilogramos, respectivamente.

El archivo no contiene datos que deban ser tratados, como nulos o valores desconocidos. Los atributos que corresponden a los hábitos alimenticios y de condición física son categóricos.

Así mismo, la columna que corresponde a la variable de clasificación es: *NObeyesdad*, con 7 clases.

En el siguiente artículo [2] relacionado al dataset, encontramos la descripción de los atributos, las clases que corresponden a los niveles de obesidad y además establece los rangos de la clase NObeyesdad. Para efectos del análisis, en esta PEC vamos a considerar el índice dichos valores de la clase para definir o clasificar a los individuos por debajo o encima de ese rango, con lo cual, la variable *NObeyesdad* tendría 2 clases para este ejercicio, como se detalla a continuación:

* SI (Tiene sobrepeso)
* No (No tiene sobrepeso)

Para cargar la estructura de datos lo haremos a partir de una archivo CSV, el mismo que se descargó desde <http://archive.ics.uci.edu/ml/machine-learning-databases/00544/ObesityDataSet_raw_and_data_sinthetic%20(2).zip> y se ha descomprimido en la misma ruta del archivo .Rmd. Cabe indicar que la primera fila del archivo corresponde a los nombres de los atributos. Ahora procedemos a cargar el dataset y ver el resumen de los datos.

$\color{red}{\text{5% Se presenta el código y es fácilmente reproducible.}}$

datos <- read.csv("ObesityDataSet\_raw\_and\_data\_sinthetic.csv", sep=",")  
summary(datos)

## Gender Age Height Weight   
## Length:2111 Min. :14.00 Min. :1.450 Min. : 39.00   
## Class :character 1st Qu.:19.95 1st Qu.:1.630 1st Qu.: 65.47   
## Mode :character Median :22.78 Median :1.700 Median : 83.00   
## Mean :24.31 Mean :1.702 Mean : 86.59   
## 3rd Qu.:26.00 3rd Qu.:1.768 3rd Qu.:107.43   
## Max. :61.00 Max. :1.980 Max. :173.00   
## family\_history\_with\_overweight FAVC FCVC   
## Length:2111 Length:2111 Min. :1.000   
## Class :character Class :character 1st Qu.:2.000   
## Mode :character Mode :character Median :2.386   
## Mean :2.419   
## 3rd Qu.:3.000   
## Max. :3.000   
## NCP CAEC SMOKE CH2O   
## Min. :1.000 Length:2111 Length:2111 Min. :1.000   
## 1st Qu.:2.659 Class :character Class :character 1st Qu.:1.585   
## Median :3.000 Mode :character Mode :character Median :2.000   
## Mean :2.686 Mean :2.008   
## 3rd Qu.:3.000 3rd Qu.:2.477   
## Max. :4.000 Max. :3.000   
## SCC FAF TUE CALC   
## Length:2111 Min. :0.0000 Min. :0.0000 Length:2111   
## Class :character 1st Qu.:0.1245 1st Qu.:0.0000 Class :character   
## Mode :character Median :1.0000 Median :0.6253 Mode :character   
## Mean :1.0103 Mean :0.6579   
## 3rd Qu.:1.6667 3rd Qu.:1.0000   
## Max. :3.0000 Max. :2.0000   
## MTRANS NObeyesdad   
## Length:2111 Length:2111   
## Class :character Class :character   
## Mode :character Mode :character   
##   
##   
##

$\color{red}{\text{10% Hay un estudio sobre los datos de los que se parte y los datos son preparados correctamente.}}$

# Discretizamos la variable Age y creamos una nueva variable discreta edad  
datos["edad"] <- cut(datos$Age, breaks = c(0,20,30,40,50,61), labels = c("0-20", "21-30", "31-40", "41-50","> 50"))  
  
# Discretizamos la variable Height y creamos una nueva variable discreta estatura  
datos["estatura"] <- cut(datos$Height, breaks = c(0,1.60,1.75,1.98), labels = c("Baja", "Normal", "Alta"))  
  
# Discretizamos la variable Weight y creamos una nueva variable discreta peso  
datos["peso"] <- cut(datos$Weight, breaks = c(0,55,80,100,173), labels = c("0-54.99", "55-79.99", "80-99.99", "100-173"))  
  
# Discretizamos la variable FCVC y creamos una nueva variable discreta come\_vegetal  
datos["come\_vegetal"] <- cut(datos$FCVC, breaks = c(0,1,2,3), labels = c("Nunca", "A veces", "Siempre"))  
  
# Discretizamos la variable NCP y creamos una nueva variable discreta num\_comidas  
datos["num\_comidas"] <- cut(datos$NCP, breaks = c(0,2.49,3.49,4), labels = c("Entre 1 y 2", "Tres", "+ 3"))  
  
# Discretizamos la variable CH2O y creamos una nueva variable discreta bebe\_agua  
datos["bebe\_agua"] <- cut(datos$CH2O, breaks = c(0,1,2,3), labels = c("- 1 litro", "Entre 1 y 2 litros", "+ 2 litros"))

No se ha considerado la discretización para la variable correspondiente a la frecuencia de actividad física, ya que no permite dividir sus valores en las categorías indicadas en la encuesta y además no se otorga información adicional en los valores que constan para la variable FAF (¿Con qué frecuencia haces actividad física?) del dataset, por lo tanto para evitar discretizar erroneamente esta variable la omitiremos por esta vez.

Asimismo las variables TUE, NCP, para reducir el dataset con el que se elaborará el juego de datos inicial para elaboración del árbol. También vamos a excluir las variables *SMOKE*, *CALC* y *SCC*. Por esta vez solo vamos a considerar las variables que permitan establecer las reglas según la ingesta de comida y ciertos hábitos alimenticios.

Según lo indicado previamente respecto a las clases que se considerarán en la variable *NObeyesdad*:

* SI (Tiene sobrepeso)
* No (No tiene sobrepeso)

Procedemos a generar una nueva variable que contendrá las 2 clases antes mencionadas, para lo cual vamos a proceder a agruparlas de acuerdo al siguiente detalle:

* SI (Tiene sobrepeso)
  + Overweight\_Level\_I
  + Overweight\_Level\_II
  + Obesity\_Type\_I
  + Obesity\_Type\_II
  + Obesity\_Type\_III
* NO (No Tiene sobrepeso)
  + Insufficient\_Weight
  + Normal\_Weight

# Agrupamos las clases  
datos$sobrepeso[datos$`NObeyesdad` %in% c("Overweight\_Level\_I", "Overweight\_Level\_II", "Obesity\_Type\_I", "Obesity\_Type\_II", "Obesity\_Type\_III")] = "SI"  
  
datos$sobrepeso[datos$`NObeyesdad` %in% c("Insufficient\_Weight", "Normal\_Weight")] = "NO"

Finalmente definimos el dataset que será usado como base para aplicar el árbol de decisión.

# Agrupamos las clases  
data\_tree = datos[, c(1, 5:6, 9, 16, 18:24)]  
  
str(data\_tree)

## 'data.frame': 2111 obs. of 12 variables:  
## $ Gender : chr "Female" "Female" "Male" "Male" ...  
## $ family\_history\_with\_overweight: chr "yes" "yes" "yes" "no" ...  
## $ FAVC : chr "no" "no" "no" "no" ...  
## $ CAEC : chr "Sometimes" "Sometimes" "Sometimes" "Sometimes" ...  
## $ MTRANS : chr "Public\_Transportation" "Public\_Transportation" "Public\_Transportation" "Walking" ...  
## $ edad : Factor w/ 5 levels "0-20","21-30",..: 2 2 2 2 2 2 2 2 2 2 ...  
## $ estatura : Factor w/ 3 levels "Baja","Normal",..: 2 1 3 3 3 2 1 2 3 2 ...  
## $ peso : Factor w/ 4 levels "0-54.99","55-79.99",..: 2 2 2 3 3 1 1 1 2 2 ...  
## $ come\_vegetal : Factor w/ 3 levels "Nunca","A veces",..: 2 3 2 3 2 2 3 2 3 2 ...  
## $ num\_comidas : Factor w/ 3 levels "Entre 1 y 2",..: 2 2 2 2 1 2 2 2 2 2 ...  
## $ bebe\_agua : Factor w/ 3 levels "- 1 litro","Entre 1 y 2 litros",..: 2 3 2 2 2 2 2 2 2 2 ...  
## $ sobrepeso : chr "NO" "NO" "NO" "SI" ...

summary(data\_tree)

## Gender family\_history\_with\_overweight FAVC   
## Length:2111 Length:2111 Length:2111   
## Class :character Class :character Class :character   
## Mode :character Mode :character Mode :character   
##   
##   
## CAEC MTRANS edad estatura   
## Length:2111 Length:2111 0-20 : 585 Baja : 316   
## Class :character Class :character 21-30:1170 Normal:1096   
## Mode :character Mode :character 31-40: 299 Alta : 699   
## 41-50: 47   
## > 50 : 10   
## peso come\_vegetal num\_comidas bebe\_agua   
## 0-54.99 :292 Nunca : 33 Entre 1 y 2: 491 - 1 litro : 211   
## 55-79.99:653 A veces: 769 Tres :1470 Entre 1 y 2 litros:1006   
## 80-99.99:450 Siempre:1309 + 3 : 150 + 2 litros : 894   
## 100-173 :716   
##   
## sobrepeso   
## Length:2111   
## Class :character   
## Mode :character   
##   
##

## Revisión de los datos, extracción visual de información y preparación de los datos

Nos interesa describir la relación entre el sobrepeso y algunas de las variables mencionadas anteriormente. Para ello, por un lado graficaremos mediante diagramas de barras la cantidad de individuos con sobrepeso y sin sobrepeso según el genero, edad, estatura, peso. Por otro lado, para obtener los datos que estamos graficando utilizaremos el comando table para dos variables que nos proporciona una tabla de contingencia.

grid.newpage()  
plotbyGenero<-ggplot(data\_tree,aes(Gender,fill=sobrepeso))+geom\_bar() + theme(axis.text.x = element\_text(angle = 90, hjust = 1, vjust = 0.5)) + labs(x="Genero", y="Individuos")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Sobrepeso por Genero")  
plotbyEdad<-ggplot(data\_tree,aes(edad,fill=sobrepeso))+geom\_bar() + theme(axis.text.x = element\_text(angle = 90, hjust = 1, vjust = 0.5)) +labs(x="Edad", y="Individuos")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Sobrepeso por Edad")  
plotbyEstatura<-ggplot(data\_tree,aes(estatura,fill=sobrepeso))+geom\_bar() + theme(axis.text.x = element\_text(angle = 90, hjust = 1, vjust = 0.5)) +labs(x="Estatura", y="Individuos")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Sobrepeso por Estatura")  
plotbyPeso<-ggplot(data\_tree,aes(peso,fill=sobrepeso))+geom\_bar() + theme(axis.text.x = element\_text(angle = 90, hjust = 1, vjust = 0.5)) + labs(x="Peso", y="Individuos")+ guides(fill=guide\_legend(title=""))+ scale\_fill\_manual(values=c("black","#008000"))+ggtitle("Sobrepeso por Peso")  
grid.arrange(plotbyGenero, plotbyEdad, plotbyEstatura, plotbyPeso, ncol=2)

![](data:image/png;base64,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)

De estos gráficos obtenemos información muy valiosa que complementamos con las tablas de contingencia (listadas abajo):

* La cantidad de individuos que tienen sobrepeso es similar en hombres y mujeres.
* Por otro lado consideramos el porcentaje respecto a su edad, obtenemos que el mayor porcentaje de sobrepeso está en los individuos del rango entre 21 a 30 años.
* Respecto a la estatura el sobrepreso se concentra en los individuos con estatura media (normal) o alta.
* El porcentaje de sobrepeso en individuos que sobrepasan los 80 kg es del 100 por ciento en los 2 rangos que se establecieron

tabla\_SGT <- table(data\_tree$Gender, data\_tree$sobrepeso)  
tabla\_SGT

##   
## NO SI  
## Female 314 729  
## Male 245 823

prop.table(tabla\_SGT, margin = 1)

##   
## NO SI  
## Female 0.3010547 0.6989453  
## Male 0.2294007 0.7705993

tabla\_SET <- table(data\_tree$edad, data\_tree$sobrepeso)  
tabla\_SET

##   
## NO SI  
## 0-20 312 273  
## 21-30 226 944  
## 31-40 19 280  
## 41-50 0 47  
## > 50 2 8

prop.table(tabla\_SET, margin = 1)

##   
## NO SI  
## 0-20 0.53333333 0.46666667  
## 21-30 0.19316239 0.80683761  
## 31-40 0.06354515 0.93645485  
## 41-50 0.00000000 1.00000000  
## > 50 0.20000000 0.80000000

tabla\_SEST <- table(data\_tree$estatura, data\_tree$sobrepeso)  
tabla\_SEST

##   
## NO SI  
## Baja 150 166  
## Normal 269 827  
## Alta 140 559

prop.table(tabla\_SEST, margin = 1)

##   
## NO SI  
## Baja 0.4746835 0.5253165  
## Normal 0.2454380 0.7545620  
## Alta 0.2002861 0.7997139

tabla\_SPT <- table(data\_tree$peso, data\_tree$sobrepeso)  
tabla\_SPT

##   
## NO SI  
## 0-54.99 289 3  
## 55-79.99 261 392  
## 80-99.99 9 441  
## 100-173 0 716

prop.table(tabla\_SPT, margin = 1)

##   
## NO SI  
## 0-54.99 0.98972603 0.01027397  
## 55-79.99 0.39969372 0.60030628  
## 80-99.99 0.02000000 0.98000000  
## 100-173 0.00000000 1.00000000

tabla\_SEPT.byPeso <- table(data\_tree$edad, data\_tree$sobrepeso, data\_tree$peso)  
tabla\_SEPT.byPeso

## , , = 0-54.99  
##   
##   
## NO SI  
## 0-20 177 3  
## 21-30 105 0  
## 31-40 6 0  
## 41-50 0 0  
## > 50 1 0  
##   
## , , = 55-79.99  
##   
##   
## NO SI  
## 0-20 132 94  
## 21-30 116 186  
## 31-40 12 93  
## 41-50 0 18  
## > 50 1 1  
##   
## , , = 80-99.99  
##   
##   
## NO SI  
## 0-20 3 103  
## 21-30 5 241  
## 31-40 1 73  
## 41-50 0 17  
## > 50 0 7  
##   
## , , = 100-173  
##   
##   
## NO SI  
## 0-20 0 73  
## 21-30 0 517  
## 31-40 0 114  
## 41-50 0 12  
## > 50 0 0

tabla\_SPET.byEstatura <- table(data\_tree$peso, data\_tree$sobrepeso, data\_tree$estatura)  
tabla\_SPET.byEstatura

## , , = Baja  
##   
##   
## NO SI  
## 0-54.99 125 3  
## 55-79.99 25 137  
## 80-99.99 0 15  
## 100-173 0 11  
##   
## , , = Normal  
##   
##   
## NO SI  
## 0-54.99 138 0  
## 55-79.99 131 231  
## 80-99.99 0 269  
## 100-173 0 327  
##   
## , , = Alta  
##   
##   
## NO SI  
## 0-54.99 26 0  
## 55-79.99 105 24  
## 80-99.99 9 157  
## 100-173 0 378

Una alternativa interesante a las barras de diagramas, es el plot de las tablas de contingencia. Obtenemos la misma información pero para algunos receptores puede resultar más visual.

par(mfrow=c(2,2))  
plot(tabla\_SGT, col = c("black","#008000"), main = "SOBREPESO VS. GENERO")   
plot(tabla\_SET, col = c("black","#008000"), main = "SOBREPESO VS. EDAD")   
plot(tabla\_SEST, col = c("black","#008000"), main = "SOBREPESO VS. ESTATURA")   
plot(tabla\_SPT, col = c("black","#008000"), main = "SOBREPESO VS. PESO")

![](data:image/png;base64,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)

Nuestro objetivo es crear un árbol de decisión que permita analizar si hay o no sobrepeso en los individuos encuestados. Por lo tanto, la variable por la que clasificaremos es el campo de si el pasajero tiene sobrepeso o no. De todas maneras, al imprimir las primeras (con head) y últimas 10 (con tail) filas nos damos cuenta de que los datos están ordenados.

head(data\_tree,10)

## Gender family\_history\_with\_overweight FAVC CAEC MTRANS  
## 1 Female yes no Sometimes Public\_Transportation  
## 2 Female yes no Sometimes Public\_Transportation  
## 3 Male yes no Sometimes Public\_Transportation  
## 4 Male no no Sometimes Walking  
## 5 Male no no Sometimes Public\_Transportation  
## 6 Male no yes Sometimes Automobile  
## 7 Female yes yes Sometimes Motorbike  
## 8 Male no no Sometimes Public\_Transportation  
## 9 Male yes yes Sometimes Public\_Transportation  
## 10 Male yes yes Sometimes Public\_Transportation  
## edad estatura peso come\_vegetal num\_comidas bebe\_agua  
## 1 21-30 Normal 55-79.99 A veces Tres Entre 1 y 2 litros  
## 2 21-30 Baja 55-79.99 Siempre Tres + 2 litros  
## 3 21-30 Alta 55-79.99 A veces Tres Entre 1 y 2 litros  
## 4 21-30 Alta 80-99.99 Siempre Tres Entre 1 y 2 litros  
## 5 21-30 Alta 80-99.99 A veces Entre 1 y 2 Entre 1 y 2 litros  
## 6 21-30 Normal 0-54.99 A veces Tres Entre 1 y 2 litros  
## 7 21-30 Baja 0-54.99 Siempre Tres Entre 1 y 2 litros  
## 8 21-30 Normal 0-54.99 A veces Tres Entre 1 y 2 litros  
## 9 21-30 Alta 55-79.99 Siempre Tres Entre 1 y 2 litros  
## 10 21-30 Normal 55-79.99 A veces Tres Entre 1 y 2 litros  
## sobrepeso  
## 1 NO  
## 2 NO  
## 3 NO  
## 4 SI  
## 5 SI  
## 6 NO  
## 7 NO  
## 8 NO  
## 9 NO  
## 10 NO

tail(data\_tree,10)

## Gender family\_history\_with\_overweight FAVC CAEC MTRANS  
## 2102 Female yes yes Sometimes Public\_Transportation  
## 2103 Female yes yes Sometimes Public\_Transportation  
## 2104 Female yes yes Sometimes Public\_Transportation  
## 2105 Female yes yes Sometimes Public\_Transportation  
## 2106 Female yes yes Sometimes Public\_Transportation  
## 2107 Female yes yes Sometimes Public\_Transportation  
## 2108 Female yes yes Sometimes Public\_Transportation  
## 2109 Female yes yes Sometimes Public\_Transportation  
## 2110 Female yes yes Sometimes Public\_Transportation  
## 2111 Female yes yes Sometimes Public\_Transportation  
## edad estatura peso come\_vegetal num\_comidas bebe\_agua  
## 2102 21-30 Normal 100-173 Siempre Tres + 2 litros  
## 2103 21-30 Normal 100-173 Siempre Tres + 2 litros  
## 2104 21-30 Normal 100-173 Siempre Tres Entre 1 y 2 litros  
## 2105 21-30 Normal 100-173 Siempre Tres Entre 1 y 2 litros  
## 2106 21-30 Normal 100-173 Siempre Tres Entre 1 y 2 litros  
## 2107 21-30 Normal 100-173 Siempre Tres Entre 1 y 2 litros  
## 2108 21-30 Normal 100-173 Siempre Tres + 2 litros  
## 2109 21-30 Alta 100-173 Siempre Tres + 2 litros  
## 2110 21-30 Normal 100-173 Siempre Tres + 2 litros  
## 2111 21-30 Normal 100-173 Siempre Tres + 2 litros  
## sobrepeso  
## 2102 SI  
## 2103 SI  
## 2104 SI  
## 2105 SI  
## 2106 SI  
## 2107 SI  
## 2108 SI  
## 2109 SI  
## 2110 SI  
## 2111 SI

$\color{red}{\text{20% Se aplica un árbol de decisión de forma correcta y se obtiene una estimación del error.}}$

Procedemos a “desordenar” el dataset. Guardaremos los datos en un nuevo dataset: “data\_random”.

set.seed(1)  
datos\_random <- data\_tree[sample(nrow(data\_tree)),]

La variable que usaremos para la clasificación es el campo de SI tiene o NO sobrepeso, que está en la duodécima columna del conjunto de datos.

set.seed(1234)  
y <- datos\_random[,12]   
X <- datos\_random[,1:11]

Podemos elegir el subconjunto de entrenamiento y de prueba de diversas maneras. La primer opción consiste en calcular a cuántas filas corresponde dos tercios de los datos (2\*2111/3=1407) y dividir “manualmente” el conjunto.

trainX <- X[1:1407,]  
trainy <- y[1:1407]  
testX <- X[1408:2111,]  
testy <- y[1408:2111]

## Creación del modelo, calidad del modelo y extracción de reglas

Se crea el árbol de decisión usando los datos de entrenamiento (no hay que olvidar que la variable outcome es de tipo factor):

trainy = as.factor(trainy)  
model <- C50::C5.0(trainX, trainy,rules=TRUE )  
summary(model)

##   
## Call:  
## C5.0.default(x = trainX, y = trainy, rules = TRUE)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Thu Dec 17 13:36:46 2020  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 1407 cases (12 attributes) from undefined.data  
##   
## Rules:  
##   
## Rule 1: (193/2, lift 3.6)  
## peso = 0-54.99  
## -> class NO [0.985]  
##   
## Rule 2: (78/6, lift 3.3)  
## Gender = Male  
## estatura = Alta  
## peso = 55-79.99  
## -> class NO [0.913]  
##   
## Rule 3: (54/5, lift 3.3)  
## FAVC = no  
## CAEC in {Frequently, Always}  
## -> class NO [0.893]  
##   
## Rule 4: (72/8, lift 3.2)  
## CAEC in {Frequently, Always}  
## edad in {0-20, 21-30}  
## peso = 55-79.99  
## -> class NO [0.878]  
##   
## Rule 5: (6, lift 3.2)  
## CAEC = no  
## estatura in {Baja, Normal}  
## bebe\_agua = Entre 1 y 2 litros  
## -> class NO [0.875]  
##   
## Rule 6: (5, lift 3.1)  
## family\_history\_with\_overweight = yes  
## CAEC = Sometimes  
## estatura in {Baja, Normal}  
## come\_vegetal = Nunca  
## num\_comidas = Tres  
## -> class NO [0.857]  
##   
## Rule 7: (21/3, lift 3.0)  
## FAVC = no  
## MTRANS in {Public\_Transportation, Automobile}  
## edad = 21-30  
## estatura = Normal  
## peso = 55-79.99  
## -> class NO [0.826]  
##   
## Rule 8: (56/10, lift 3.0)  
## family\_history\_with\_overweight = no  
## CAEC = Sometimes  
## edad in {0-20, 21-30, 41-50}  
## estatura = Normal  
## -> class NO [0.810]  
##   
## Rule 9: (14/3, lift 2.7)  
## CAEC = Sometimes  
## MTRANS in {Walking, Bike}  
## estatura = Normal  
## peso = 55-79.99  
## -> class NO [0.750]  
##   
## Rule 10: (761/5, lift 1.4)  
## peso in {80-99.99, 100-173}  
## -> class SI [0.992]  
##   
## Rule 11: (37, lift 1.3)  
## edad = 41-50  
## -> class SI [0.974]  
##   
## Rule 12: (69/2, lift 1.3)  
## CAEC = Sometimes  
## edad = 31-40  
## estatura = Normal  
## -> class SI [0.958]  
##   
## Rule 13: (21, lift 1.3)  
## CAEC = no  
## peso = 55-79.99  
## bebe\_agua = + 2 litros  
## -> class SI [0.957]  
##   
## Rule 14: (21, lift 1.3)  
## family\_history\_with\_overweight = yes  
## FAVC = no  
## CAEC = Sometimes  
## MTRANS in {Public\_Transportation, Automobile}  
## edad in {0-20, 31-40, 41-50}  
## estatura = Normal  
## -> class SI [0.957]  
##   
## Rule 15: (177/7, lift 1.3)  
## FAVC = yes  
## edad = 31-40  
## -> class SI [0.955]  
##   
## Rule 16: (18, lift 1.3)  
## family\_history\_with\_overweight = yes  
## FAVC = no  
## CAEC = Sometimes  
## MTRANS in {Public\_Transportation, Automobile}  
## peso = 55-79.99  
## num\_comidas = Entre 1 y 2  
## -> class SI [0.950]  
##   
## Rule 17: (546/32, lift 1.3)  
## family\_history\_with\_overweight = yes  
## FAVC = yes  
## CAEC in {Sometimes, no}  
## MTRANS in {Public\_Transportation, Automobile}  
## estatura in {Baja, Normal}  
## come\_vegetal in {A veces, Siempre}  
## -> class SI [0.940]  
##   
## Rule 18: (102/9, lift 1.2)  
## CAEC = Sometimes  
## estatura = Baja  
## peso = 55-79.99  
## -> class SI [0.904]  
##   
## Rule 19: (54/6, lift 1.2)  
## Gender = Female  
## CAEC = Sometimes  
## estatura = Alta  
## -> class SI [0.875]  
##   
## Default class: SI  
##   
##   
## Evaluation on training data (1407 cases):  
##   
## Rules   
## ----------------  
## No Errors  
##   
## 19 56( 4.0%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 353 33 (a): class NO  
## 23 998 (b): class SI  
##   
##   
## Attribute usage:  
##   
## 88.13% peso  
## 62.26% CAEC  
## 60.20% estatura  
## 52.31% FAVC  
## 45.49% family\_history\_with\_overweight  
## 43.57% MTRANS  
## 39.16% come\_vegetal  
## 26.58% edad  
## 9.38% Gender  
## 1.92% bebe\_agua  
## 1.63% num\_comidas  
##   
##   
## Time: 0.0 secs

En el resumen, en la sección de evaluación en los datos de entrenamiento, el valor *Errors* muestra una tasa de error de 4.3% para las reglas obtenidas a partir del dataset de entrenamiento (trainx), la cual es muy aceptable. El árbol obtenido clasifica erróneamente 61 de los 1407 casos presentes.

$\color{red}{\text{5% Se muestra de forma gráfica el árbol obtenido.}}$

A continuación mostramos el árbol obtenido.

model <- C50::C5.0(trainX, trainy)  
plot(model)

## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion  
  
## Warning in partysplit(varid = as.integer(i), breaks = as.numeric(j[1]), : NAs  
## introduced by coercion

## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion  
  
## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion  
  
## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion  
  
## Warning in .bincode(as.numeric(x), breaks = unique(c(-Inf,  
## breaks\_split(split), : NAs introduced by coercion
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$\color{red}{\text{10% Se explican las reglas que se obtienen.}}$

A partir del árbol de decisión de dos hojas que hemos modelado, se pueden extraer las siguientes reglas de decisión:

* Si Peso es menor a 55 kg -> NO Tiene Sobrepeso. **Validez = 98.5%**
* Si Gender = Hombre (Male) y, estatura = Alta y, peso = 55-79.99 kg -> NO Tiene Sobrepeso. **Validez = 91.3%**
* Si no ingiere comida altamente calórica y, come algo entre comidas está en {Frequently, Always} -> NO Tiene Sobrepeso. **Validez = 89.3%**
* Si come algo entre comidas está en {Frequently, Always} y, edad in {0-20, 21-30} y, peso = 55-79.99 kg -> NO Tiene Sobrepeso. **Validez = 87.8%**
* Si NO come algo entre comidas y, estatura está en {Baja, Normal} y, bebe agua Entre 1 y 2 litros diariamente -> NO Tiene Sobrepeso. **Validez = 87.5%**
* Si Tien historial de familia con sobrepeso (family\_history\_with\_overweight = yes) y, come algo entre comidas a veces (CAEC = Sometimes) y, estatura está en {Baja, Normal} y, nunca come vegetles (come\_vegetal = Nunca) y, el número de comidas son 3 (num\_comidas = Tres) -> NO Tiene Sobrepeso. **Validez = 85.7%**
* Si no ingiere comida altamente calórica (FAVC = no) y, se transporta en automóvil y transporte público (MTRANS in {Public\_Transportation, Automobile}) y, la está en edad entre 21-30 años y, la estatura es Normal y, su peso está entre 55-79.99 kg -> NO Tiene Sobrepeso. **Validez = 82.6%**
* Si NO tiene historial de familia con sobrepeso (family\_history\_with\_overweight = no) y, come algo entre comidas a veces (CAEC = Sometimes) y, su edad está en los rangos {0-20, 21-30, 41-50} y, la estatura es Normal -> NO Tiene Sobrepeso. **Validez = 81%**
* Si come algo entre comidas a veces (CAEC = Sometimes) y, se transporta {Walking, Bike} y, su estatura es Normal y, su peso está en el rango 55-79.99 kg -> NO Tiene Sobrepeso **Validez = 75%**
* Si el peso está en los rangos {80-99.99, 100-173} kg. -> SI tiene sobrepeso. **Validez = 99.2%**
* Si la edad está entre los 41-50 años -> SI tiene sobrepeso. **Validez = 97.4%**
* Si come algo entre comidas a veces (CAEC = Sometimes) y, la edad está entre 31-40 años y, la estatura es Normal -> SI tiene sobrepeso. **Validez = 95.8%**
* Si NO come algo entre comidas (CAEC = no) y, su peso está entre 55-79.99 kg y, bebe más de 2 litros de agua diariamente -> SI tiene sobrepeso. **Validez = 95.7%**
* Si Tiene historial de familia con sobrepeso (family\_history\_with\_overweight = yes) y, no ingiere comida altamente calórica (FAVC = no) y, come algo entre comidas a veces (CAEC = Sometimes) y, se transporta en automóvil y transporte público (MTRANS in {Public\_Transportation, Automobile}) y, la edad está en los rangos {0-20, 31-40, 41-50} y, la estatura es Normal -> SI tiene sobrepeso. **Validez = 95.7%**
* Si ingiere comida altamente calórica (FAVC = yes) y, la edad está entre 31-40 años -> SI tiene sobrepeso. **Validez = 95.5%**
* Si tiene historial de familia con sobrepeso (family\_history\_with\_overweight = yes) y, no ingiere comida altamente calórica (FAVC = no) y, come algo entre comidas a veces (CAEC = Sometimes) y, se transporta en automóvil y transporte público (MTRANS in {Public\_Transportation, Automobile}) y, el peso está en el rango de 55-79.99 kg y, el número de comidas diarias son entre 1 y 2 (num\_comidas = Entre 1 y 2) -> SI tiene sobrepeso. **Validez = 95%**
* Si tiene historial de familia con sobrepeso (family\_history\_with\_overweight = yes) e, ingiere comida altamente calórica (FAVC = yes) y, come algo entre comidas a veces o no (CAEC {Sometimes, no}) y, se transporta en automóvil y transporte público (MTRANS in {Public\_Transportation, Automobile}) y, la estatura está en {Baja, Normal} y, come vegetales A veces o Siempre -> SI tiene sobrepeso. **Validez = 94%**
* Si come algo entre comidas a veces (CAEC = Sometimes) y, la estatura es Baja y el peso está entre 55-79.99 kg -> SI tiene sobrepeso. **Validez = 90.4%**
* Si es mujer (Gender = Female) y, come algo entre comidas a veces (CAEC = Sometimes) y, la estatura es Alta -> SI tiene sobrepeso. **Validez = 87.5%**

$\color{red}{\text{10% Se usa el modelo para predecir con muestras no usadas en el entrenamiento y se obtiene una estimación del error.}}$

## Validación del modelo con los datos reservados

Una vez tenemos el modelo, podemos comprobar su calidad prediciendo la clase para los datos de prueba que nos hemos reservado al principio.

predicted\_model <- predict( model, testX, type="class")  
print(sprintf("La precisión del árbol es: %.4f %%",100\*sum(predicted\_model == testy) / length(predicted\_model)))

## [1] "La precisión del árbol es: 95.3125 %"

$\color{red}{\text{15% Se prueba otro modelo de árbol o variantes diferentes del C50 obteniendo mejores resultados.}}$

Obtenemos un nuevo dataset más reducido en base al resumen del árbol anterior, con las variables que tienen un uso superior al 50%, las cuales son: *peso* (88.13%), *CAEC* (62.26%), *estatura* (60.20%) y *FAVC* (52.31%).

# Obtenemos un nuevo dataset desordenado con menos variables. Definimos las variables  
variables = c("peso", "CAEC", "estatura", "FAVC")

Vamos a aplicar una variación del c50 [4]. Usaremos la opción trials = 3, el cual permite obtener un clasificador árbol de decisión y mejorarlo con la técnica de boosting, mediante la función C5.0.

# Obtenemos un nuevo arbol con boosting  
tree\_boost <- C50::C5.0(x = trainX[, variables], y = trainy, trials = 3, rules=TRUE)  
  
summary(tree\_boost)

##   
## Call:  
## C5.0.default(x = trainX[, variables], y = trainy, trials = 3, rules = TRUE)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Thu Dec 17 13:36:47 2020  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 1407 cases (5 attributes) from undefined.data  
##   
## ----- Trial 0: -----  
##   
## Rules:  
##   
## Rule 0/1: (193/2, lift 3.6)  
## peso = 0-54.99  
## -> class NO [0.985]  
##   
## Rule 0/2: (198/29, lift 3.1)  
## CAEC in {Frequently, Always}  
## -> class NO [0.850]  
##   
## Rule 0/3: (761/5, lift 1.4)  
## peso in {80-99.99, 100-173}  
## -> class SI [0.992]  
##   
## Rule 0/4: (1209/217, lift 1.1)  
## CAEC in {Sometimes, no}  
## -> class SI [0.820]  
##   
## Default class: SI  
##   
## ----- Trial 1: -----  
##   
## Rules:  
##   
## Rule 1/1: (154.6/6, lift 2.3)  
## peso = 0-54.99  
## -> class NO [0.956]  
##   
## Rule 1/2: (536.6/149.7, lift 1.7)  
## peso = 55-79.99  
## estatura in {Normal, Alta}  
## -> class NO [0.720]  
##   
## Rule 1/3: (603.1/14.9, lift 1.7)  
## peso in {80-99.99, 100-173}  
## -> class SI [0.974]  
##   
## Rule 1/4: (112.8/31.5, lift 1.2)  
## peso = 55-79.99  
## estatura = Baja  
## -> class SI [0.717]  
##   
## Default class: SI  
##   
## ----- Trial 2: -----  
##   
## Rules:  
##   
## Rule 2/1: (119.7, lift 3.1)  
## peso = 0-54.99  
## -> class NO [0.992]  
##   
## Rule 2/2: (111.2/12.2, lift 2.8)  
## CAEC in {Frequently, Always}  
## estatura in {Baja, Normal}  
## -> class NO [0.883]  
##   
## Rule 2/3: (177.5/40.2, lift 2.4)  
## peso = 55-79.99  
## estatura = Alta  
## -> class NO [0.771]  
##   
## Rule 2/4: (473.7, lift 1.5)  
## peso in {80-99.99, 100-173}  
## -> class SI [0.998]  
##   
## Rule 2/5: (853.3/198.7, lift 1.2)  
## CAEC in {Sometimes, no}  
## estatura in {Baja, Normal}  
## -> class SI [0.767]  
##   
## Default class: SI  
##   
##   
## Evaluation on training data (1407 cases):  
##   
## Trial Rules   
## ----- ----------------  
## No Errors  
##   
## 0 4 142(10.1%)  
## 1 4 189(13.4%)  
## 2 5 107( 7.6%)  
## boost 107( 7.6%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 309 77 (a): class NO  
## 30 991 (b): class SI  
##   
##   
## Attribute usage:  
##   
## 100.00% peso  
## 100.00% CAEC  
## 72.42% estatura  
##   
##   
## Time: 0.0 secs

A partir del árbol de decisión que hemos modelado, se pueden extraer las siguientes reglas de decisión en el Trial 2:

* Si peso está en el rango entre 0-54.99 kg -> NO tiene sobrepeso. **Validez = 99.2%**
* Si come algo entre comidas frecuentemente o siempre (CAEC in {Frequently, Always}) y, estatura está en {Baja, Normal} -> NO tiene sobrepreso. **Validez = 88.3%**
* Si peso está entre 55-79.99 kg y, estatura = Alta -> NO tiene sobrepreso. **Validez = 77.1%**
* Si peso está entre 80-99.99 kg o 100-173 kg -> SI tiene sobrepeso [0.998]
* Si Nunca come algo entre comidas o lo hace a veces (CAEC in {Sometimes, no}) y, la estatura está en {Baja, Normal} -> SI tiene sobrepeso. **Validez = 76.7%**

Graficamos el árbol en su intento 3 (trials = 3)

# Graficamos el árbol  
tree\_boost <- C50::C5.0(x = trainX[, variables], y = trainy, trials = 3)  
plot(tree\_boost, trial = 2)
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# Predecimos   
model\_boost\_pred3 <- predict(tree\_boost, testX, type="class")  
  
print(sprintf("La precisión del árbol es: %.4f %%",100\*sum(model\_boost\_pred3 == testy) / length(model\_boost\_pred3)))

## [1] "La precisión del árbol es: 92.8977 %"

$\color{red}{\text{10% Se presenta unas conclusiones donde se expone el conocimiento adquirido tras el trabajo realizado.}}$

Se concluye que para los 2 casos de obtuvo una excelente precisión de los árboles. El primer árbol de decisión obtenido tiene una mejor (95.31 %) precisión que el segundo (92.89%). A pesar que el *boosting* es una técnica para mejorar el clasificador del árbol, en este caso no sucedió así. Posiblemente si se aumenta el número de trials mejore la precisión.

También notamos que las variables *peso* y *CAEC* (Frecuencia de ingerir algo entre comidas) tiene un alto uso en la definición de las reglas.

# Rúbrica

* 15% Se explica de forma clara la base de datos seleccionada y la razón de su elección.
* 10% Hay un estudio sobre los datos de los que se parte y los datos son preparados correctamente.
* 20% Se aplica un árbol de decisión de forma correcta y se obtiene una estimación del error.
* 5% Se muestra de forma gráfica el árbol obtenido.
* 10% Se explican las reglas que se obtienen.
* 10% Se usa el modelo para predecir con muestras no usadas en el entrenamiento y se obtiene una estimación del error.
* 15% Se prueba otro modelo de árbol o variantes diferentes del C50 obteniendo mejores resultados.
* 5% Se presenta el código y es fácilmente reproducible.
* 10% Se presenta unas conclusiones donde se expone el conocimiento adquirido tras el trabajo realizado.
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